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In contrast to most stimulated lymphocytes, B cells exposed to
Toll-like receptor 9 ligands are nonself-adherent, allowing individ-
ual cells and families to be followed in vitro for up to 5 days. These
B cells undergo phases typical of an adaptive response, dividing up
to 6 times before losing the impetus for further growth and
division and eventually dying by apoptosis. Using long-term mi-
croscopic imaging, accurate histories of individual lymphocyte
fates were collected. Quantitative analysis of family relationships
revealed that times to divide of siblings were strongly related but
these correlations were progressively lost through consecutive
divisions. A weaker, but significant, correlation was also found for
death times among siblings. Division cessation is characterized by
a loss of cell growth and the division in which this occurs is strongly
inherited from the original founder cell and is related to the size
this cell reaches before its first division. Thus, simple division-based
dilution of factors synthesized during the first division may control
the maximum division reached by stimulated cells. The stochastic
distributions of times to divide, times to die, and divisions reached
are also measured. Together, these results highlight the internal
cellular mechanisms that control immune responses and provide a
foundation for the development of new mathematical models that
are correct at both single-cell and population levels.

The coordinated regulation of cell proliferation and apoptosis is
a striking feature of the adaptive response of lymphocytes after

exposure to pathogens. The initially quiescent lymphocytes are
stimulated to undergo a series of proliferation cycles that increase
the number of reactive cells many hundredfold. After a period the
response peaks, cells stop dividing, and �95% of the newly gen-
erated cells die by apoptosis (1, 2). Although these population
kinetics are well understood, we have little knowledge of how the
component single-cell fates add up to this outcome, nor how
individual decisions of division, death, and quiescence are handled.
Our current models of lymphocyte responses are strongly influ-
enced by studies of tumor cells and fibroblasts undertaken by
investigators in the 1960s and 1970s. At that time film and micros-
copy were used to measure the kinetics of cell division in vitro (3–5).
These studies noted that intermitotic division times were different
between cell types and that all eukaryotic cells, including both yeast
and clonally derived tumor cell populations, exhibited significant
variation within the population of dividing cells.

The variation observed in cell cycle times was incorporated into
the widely used Smith and Martin mathematical model of cell
growth that postulated a random time spent in an ‘‘A state’’
(assumed to be G1) that governed entry into a deterministic B phase
(S, G2, and M) of the cell cycle (6, 7). Because the Smith–Martin
model is relatively easy to implement, it has served as the backbone
for numerous models of lymphocyte proliferation (6–10); however,
there are many competing models based on alternative data and
starting assumptions. Examples of alternative models include the
rate model (11), continuum model (12), branching autoregression
model (13), and size control model (14). Each of these models
addresses systems in a steady-state growth phase that may not be
suitable for an immune response where cell properties are modu-
lated over time and by division-linked changes (15, 16). Further-
more, the regulation of cell death is a particularly important feature

of lymphocyte responses, and to date there is no quantitative
information on how lymphocyte survival is regulated and altered
after the proliferative phases of the immune response. Recently, we
found that variations in times to die for lymphocytes in vitro
followed a skewed distribution akin to a lognormal, or similar, curve
(17). Because times to divide also follow a similar distribution we
proposed the cyton model of cellular proliferation and survival that
assumed independent, and competing, age-dependent probabilities
for division and death in each cell that were reset upon each mitotic
event (17). Although this model provided excellent fits to popula-
tion data obtained in vitro and in vivo, it suffered, in common with
all previous models, from a lack of experimental information
regarding the division and death times of cells once they have begun
clonal expansion. Thus, despite our molecular understanding of
division and death as independent processes, how they interleave
over time at the single cell level to achieve the complex patterning
of a population remains an outstanding question. To distinguish
between current models and inform the development of new
mathematical approaches further experimental information is crit-
ically needed. Here, we monitored division and death times in
families of dividing lymphocytes in a representative system by using
long-term video microscopy.

Results
Long-Term Parameter Measurements of CpG Containing Oligonucle-
otide (CpG) Stimulated B Lymphocytes. In contrast to most tumor
cells, lymphocytes cultured in vitro typically undergo homotypic
adhesion and form 3D structures, preventing the tracking of single
cells for long periods. However, we observed that primary naive B
lymphocytes stimulated with the ligand for Toll-like receptor 9
(TLR-9), CpG, move only in the plane of the culture vessel, thus
facilitating tracking and recording the fates of stimulated primary
lymphocytes over many generations. Furthermore, CpG-stimulated
naïve resting B cells have a strictly regulated division limit and will
divide successfully a maximum of 6 times (18). Because CpG is
typically associated with replicating foreign bacteria and is known
to play a key role in driving B cell immune responses after infection,
we consider that CpG stimulation of B cells is an ideal model system
for studying single-cell fate within a population displaying prolif-
eration, cessation of cell division, and contraction, typical of the
immune response. A further advantage of this system is that
CpG-stimulated B cells formed a highly homogenous effector
population with little evidence of isotype switching and only weak
unimodal expression of the plasmablast-associated transcription
factor Blimp-1. For these reasons we undertook an extensive
analysis of single-cell behavior during CpG stimulation.

Small resting B cells were seeded by serial dilution into Terasaki
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tissue culture plates in the presence of CpG and propidium iodide
(PI) to monitor cell viability. After �24 h, before the first division
had occurred [as determined by carboxyfluorescein succinimidyl
ester (CFSE) dilution time-course analysis (Fig. S1 in SI Appendix)],
Terasaki tissue culture plates were transferred to an environment-
controlled microscope. Bright-field and CY3.5 (to detect PI) images
were collected at 2-min intervals for 4 days. To ensure accuracy, cell
division and death events were monitored frame by frame manu-
ally. Three independent sets of data were analyzed: one with 25
founder cells (Fam1) and two larger datasets of 107 founders
(Fam2) and 89 founders (Fam3), respectively. A representative film
is provided as Movie S1, and a representative family tree from a
single founder cell is shown in Fig. S2A in SI Appendix.

Stochastic Features of Times to Divide and Die Are Division-Depen-
dent. An overlay of total live and dead cell numbers recorded over
time is shown for data from Fam2 (Fig. 1A). CpG-stimulated B cells
remained viable (�95% ; Fig. S1 in SI Appendix) until the first cell
division, then their numbers increased for �30 h, followed by a
period of contraction when cell death results in the loss of a large
fraction of the population. CFSE profiles indicate that during this
contraction phase of the response cells failed to progress through
further division rounds (Fig. S1 in SI Appendix). This cessation in
division is internally regulated and not caused by the lack of
stimulus, exhaustion of the cell culture medium, or the experiment
time (18). The time to first division collated into 2-h time segments
is shown in Fig. 1B. The same data are also shown in the time
continuous alpha plot format introduced by Smith and Martin (19).
These plots present the proportion of undivided cells against time
from last mitosis and typically take the form of a time lag followed
by an approximately exponential exit of cells to the next division
(Fig. 1C). The time taken for all subsequent divisions after mitosis
have been pooled and plotted in Fig. 1D and shown as an alpha plot
in Fig. 1E. As observed previously, the time taken to enter the first
division is much longer than for subsequent division rounds and
conforms approximately to a lognormal distribution (17, 20).
Although the level of variation among dividing primary lympho-
cytes was previously unknown, analysis of the data shown in Fig. 1
D and E revealed significant variation in division times in the range
of 6 and 25 h. Furthermore, this observed variation is independent
of division number (Fig. 1F).

To assist in the development of mathematical models of lym-
phocyte regulation and gain insight into the underlying stochastic
process, we sought the optimal empirical fit to the division data by
using a series of probability distributions. We found that skewed
right distributions, such as the lognormal distribution, gamma
distribution, and Weibull distribution, were excellent estimators of
the underlying variation and were superior to Gaussian and delayed
exponential distributions (Table S1 in SI Appendix). The introduc-
tion of a deterministic lag phase as an additional parameter
increased the quality of fits (see Numerical Methods in the SI
Appendix); however, lognormal and gamma distributions remained
consistently superior (Table S1 in SI Appendix). The same conclu-
sions were also reached when data were analyzed on a per-division
basis (Table S2 in SI Appendix). Analysis of separate division rounds
also demonstrated that in the later divisions (divisions 4 and 5), the
mean time to divide was slightly delayed when compared with
earlier divisions (Fig. 1F and Table S2 in SI Appendix).

Time to Die Is a Lymphocyte Age-Dependent Stochastic Event. We
next sought to test our hypothesis that timing of death events would
follow a probability distribution clocked from last mitosis (17). We
tracked apoptosis of single lymphocytes via morphology and the
uptake of PI (see Materials and Methods and Movie S1) and
measured the distribution of death times in dividing lymphocyte
cultures and how these parameters were affected by division
number (Fig. 1 G–I). Consistent with our previous analysis of
variation in death times of undivided cells (17), distributions such
as lognormal, gamma, and Weibull gave excellent fits to death data
(Table S3 in SI Appendix). Exponential times to die, with and
without a lag, were clearly unsuitable, strongly arguing for a
stochastic age-sensitive internal mechanism. Importantly, the av-
erage time to die was �18 h longer when compared with the average
time to divide (Fam2 � division � 10.66 h, death � 31.86; Fam3 �
division � 10.82 h, death � 27.54; Fig. 1 E and H). It was also clear
that the average time to die diminished progressively with succes-
sive divisions (Fig. 1I and Table S4 in SI Appendix). Fig. S2B in SI
Appendix summarizes these data as progressive cyton plots (17) that
illustrate the best estimate for probability of dividing and dying for
each division as determined above. The fact that division times are
so early compared with death times suggests that cells that go on to
die must have lost their capacity to undergo division.
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Fig. 1. Variation in division and death times of CpG-
stimulated B cells. (A) Total numbers of live cells (blue)
and dead cells (red) over time in CpG cultures. (B and C)
The variation in entry to the first division of the cell
population is represented as both a histogram collated
into 1-h time intervals, with a fitted lognormal prob-
ability distribution (� � 37.21, � � 3.76, solid line) (B)
and the time continuous alpha plot (C). (D–F) Data for
variation in subsequent division times represented as a
histogram collated in 1-h time intervals with a fitted
lognormal probability distribution (� � 9.30, � � 2.54,
solid line) (D), an alpha plot (E), and as separate alpha
plots for each individual division (F). (G–I) Data for
variation in death times in subsequent divisions repre-
sented as a histogram collated in 2-h time intervals
with a fitted Weibull probability distribution (� � 1.86,
� � 33.02, solid line) (G), an alpha plot (H), and alpha
plots for each individual division (I).
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Lymphocytes Do Not Grow in Their Last Division Before Dying. As cells
usually increase in size as a prelude to mitosis we tested the
hypothesis that cells that die had previously also lost the impetus to
grow. Cell size was measured in a series of founder families by
automatically recording the pixel area of individual cells by using
Metamorph software in combination with manual cell tracking (see
Materials and Methods). Typically, at the last division number
reached, cells displayed very weak, if any, evidence of cell growth
(Fig. 2). An in-depth history of 9 representative founders and their
70 subsequent progeny is shown in Fig. S3 in SI Appendix. The lack
of growth before death is striking and is consistent with cell-cycle
analysis of CpG-stimulated B cell cultures, which demonstrates that
a large proportion of cells are stalled in the G1 phase of the cell cycle
during the contraction phase of the response (after 90 h) (Fig. S4
and Table S5 in SI Appendix). Thus, these data strongly support the
hypothesis that cells are dropping out of the cell cycle as a prelude
to death. These data cannot distinguish between the possibilities
that arrest from cell cycle triggers the death machinery, or an
underlying default time to die, usually hidden by earlier entry to
division, is revealed by division cessation as proposed by Hawkins
et al. (17).

Founder Cells Control the Division Destiny of Their Descendants. The
lack of growth before cell death indicates that the division number
in which cells die can also be taken as a surrogate measure of the
maximum division limit for that cell. The number of times a cell
divides before undergoing this arrest we have termed the cell’s
division destiny (17). Although it is clear that this process is a
fundamental property of lymphocytes responses that can be regu-
lated to affect the final outcome of an immune response we have
little understanding of the mechanisms and phenotypic markers of
this process. To investigate how division destiny operates within
related cells we first plotted the proportion of all cells that died in
each possible division number. Fig. 3A and Fig. S5 in SI Appendix
show this plot for all founder cells, normalized by dividing by 2i

(where i � the division number) to remove the distorting effect of
cell division. Fig. 3A reveals the significant range of division destiny
exhibited by the progeny of the founders (Fig. 3A and Fig. S5 in SI
Appendix). We next conducted this analysis for each individual
founder. Remarkably, the division destinies of progeny from single
founders were extremely closely aligned and far less variable than
the general population (Fig. 3B and Fig. S5 in SI Appendix). In
45.1% of cases all of the progeny of single founders died in the same
division number, whereas in 90.2% of cases all progeny died within
adjacent division rounds. Given the population data we calculate
the probability that, by chance, 8 or more of the 75 founder cells
would have all of their progeny die in division 1 and at the same time
13 or more founders would have all of their progeny die in division
2 is 1.6 � 10�14 (Numerical Methods in SI Appendix). Thus, the
division destiny of each cell is determined internally and is strongly
inherited from the original founder.

Size of Founder Cells at Division Is Predictive of Progeny Division
Destiny. Given that division destiny was strongly transmitted to all
progeny, we searched for measurable properties of the founder cell
that might give clues to the possible mechanism. Lymphocytes
display broad variation in the time taken to enter the first division.
Therefore, we tested the hypothesis that cells entering the first
division earlier progress through more divisions and generate more
offspring. Spearman’s rank correlation coefficient analysis of the
data illustrated that the time taken to enter the first division did not
correlate significantly with the number of offspring produced or the
division time of cells in their second division (Fig. 4 A and B and
Fig. S6 in SI Appendix). We next investigated cell size as this
property has been previously found to correlate with the division
time of daughter cells (21). We found a striking and highly
significant correlation between cell size and the division destiny of
progeny (Fig. 4D). In general, the larger the cell at first division, the
more divisions the offspring progressed through before division
ceased. In contrast, there was no correlation between the time
taken to enter first division and the size of founders at first division
(Fig. 4C and Fig. S6 in SI Appendix). We also observed that the
division time taken by progeny in their second division were
significantly faster in the daughters of larger cells compared with
smaller ones, revealing that inherited cell components influence
both the time to divide and the division destiny (Fig. 4E and Fig. S6
in SI Appendix).
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Correlations in Division and Death Times of Related Cells. After
discovering the strong founder effects above, we explored more
closely the inheritance of division times and how they transmit
through generations. We constructed time-based family trees
through multiple generations. These data revealed a very strong
correlation in division times between sibling cells (Fig. 5A and Figs.
S7 and S8 in SI Appendix). This high level of correlation indicates
that division times are strongly heritable from the mother and
argues against the operation of an independent transition proba-
bility in each daughter cell (19). Despite the strong correlation in
division times by siblings, there is a progressively weaker correlation
in division times between mothers and daughters (Fig. 5B and Fig.
S7 in SI Appendix). Furthermore, the correlation continues to
dissipate through successive division rounds (Fig. 5 A–C and Fig. S7
in SI Appendix). Thus, at some point in the cell cycle, the division
time passed on to the next generation is randomized. This pattern
of progressive randomization of division times through subsequent
rounds of mitosis is illustrated in Fig. 5D. Here, a cohort of cells that
enters division within 1 h of each other is followed through divisions
2–5. Clearly the tendency is for the population of progeny to return
to the variation distribution of the whole population within a few
divisions. We also examined correlations between siblings for times
to die (Fig. S8 in SI Appendix). A weak positive correlation was
found, suggesting some shared regulation of death times is passed
to daughter cells from the mother.

Size at Division Gets Smaller with Successive Division Cycles. These
studies reveal that heritable cell components contribute to the
decision of whether a cell will divide or not. Furthermore, they

indicate that the strength of the effect of these components are in
some way correlated with cell size at division. Because all cells
eventually reach division cessation these data were best explained
by the hypothesis that critical cell-cycle components made by the
founder during the slow first-division cycle were diluted in families
through consecutive divisions. If correct we might also expect that
cell size would progressively diminish as cells passage through
division rounds. To test this possibility we made accurate measure-
ments of the individual cell size pedigrees presented earlier (see
Materials and Methods and Fig. 6). By fitting lines to the growth
curves we avoided the noise in size measurements and gained
estimates of cell size during division rounds, rates of growth, and
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shown in Fig. S3 in SI Appendix. Data points represent the means of measure-
ments. Error bars (blue) represent the SEM of division times (x axis) and cell size
(y axis).
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division times. The data presented in Fig. 6 show a clear trend for
cells to diminish in size as they progress through divisions (Table S6
in SI Appendix). We also found that cells with a larger size at time
of division corresponded with a faster progression through the
subsequent cell cycle although this correlation was weak (Fig. S9).
More strikingly, the time of passage through the penultimate
division was always slow when compared with the preceding
division rounds (�12 compared with 9 h) (Fig. 6 and Table S6 in
SI Appendix).

Mothers of Nondividing Cells Take Longer to Divide. The above data
reveal that the decision to enter a round of division and the time
taken to divide both are influenced by founder-derived heritable
factors. If the same heritable factors control both results we would
expect that mothers that give rise to daughters that do not grow
must themselves have been close to the threshold required to
motivate division and would, therefore, always divide slowly. This
prediction is consistent with the data in Fig. 6. We explored this
possible correlation further by comparing the division times for
mothers that gave rise to daughters that both divided (type 1), one
divided and one died (type 2), and both died (type 3). This analysis
confirmed our expectation that average division times of type 3
mothers were longer than for type 2 (12.17 h compared with 10.07
h), which in turn were longer than for type 1 mothers (8.13 h) (Fig.
S10A in SI Appendix). Following a similar line of reasoning, we
predicted that siblings that both divided would have a shorter
division time than a cell that had a sibling that did not divide and
went on to die. Confirmation of this prediction is shown in Fig. S10
in SI Appendix (9.73 h compared with 16.13 h). We also noted that
the frequency that one daughter cell divided and one died was very
rare (Fig. S10 in SI Appendix), suggesting that unequal distribution
of cellular components necessary for division is an unlikely event.
Furthermore, cells that take �15 h to divide show much poorer
time correlation with their siblings and have a higher probability
that their partner will not divide (Fig. S11 in SI Appendix).

Discussion
One of the primary motivations for this study was to support the
development of mathematical models of lymphocyte growth and
death that can serve as a bridge to translate molecular knowledge
to cellular operation in a way that can predict population outcomes.
The development of scaleable models with this capability is a key
goal of systems biology. To provide the framework for models with
this capacity we have analyzed primary murine resting B lympho-
cytes stimulated through the TLR-9 receptor that undergo a typical,
although abbreviated, immune response. CpG is a T-independent
response that is usually characterized by short-term proliferation
without leading to long-lived plasma cells or memory responses
(18). Our results give some insight into the regulation of this
outcome and the in-built programming that results in the self-
limiting behavior.

The stimulated cells take an average of 35 h to divide the first
time and then go through cycles of cell growth and division up to
5 times at an average division time of 9 h. After a variable number
of divisions daughter cells no longer grow and will eventually die.
A minimal model to describe these features of lymphocyte growth
and death must include quantitative tuning of three interacting
mechanical controls governing the fate of each cell. One regulates
the decision to enter a growth phase that leads to cell division. A
second regulates the time to divide if initiated, and, the third
regulates the time to die if growth is not initiated. All three controls
showed evidence that their operation can be altered by passage
through cell division. In addition each mechanical control displayed
an extraordinary degree of variation that ensured the experience of
every cell was unique. This level of variation was consistent between
experiments and appeared intrinsic to the operation of the
lymphocytes. Incorporated within these stochastic features
were surprisingly strong family correlations. These observa-

tions provide an insight into the internal molecular regulation
of cell growth cessation.

The ability of B cells to undergo a limited number of divisions in
vitro has been observed for cells stimulated by CpG, LPS, and
anti-CD40 (17, 18). Here, we found that most progeny of a single
founder divided and exhibited a similar division destiny. Further-
more, this property, the average division destiny of the progeny
cells, was correlated with the size of the founder at first division. As
a result we proposed the hypothesis that an internal factor synthe-
sized during the slow first division and divided among daughter cells
regulated entry to cell growth leading to division. We also argued
that this factor contributed to setting of division times by the
dividing lymphocytes. This hypothesis explains the strong correla-
tion in division destiny among families and the tendency for
mothers that give rise to daughters that do not divide themselves
take longer than average to divide. The variation in growth rate and
cell size reached by founder cells suggests that they vary in their
sensitivity to the stimulus provided, presumably because of stochas-
tic variation in the cellular machinery for detecting CpG, such as the
TLR9 receptor number or levels of downstream signaling compo-
nents. Although we are unsure of the identity of heritable factors
promoting entry to cell cycle, cyclin, cyclin-dependent kinases
(CDK), and CDK inhibitors serve as excellent initial candidates for
investigation. The CDK inhibitors P18 and P27 and cyclins D2 and
E are known to contribute to humoral immune responses by
modifying cell-cycle entry and plasma cell differentiation (22).
Biologically based models that capture effects on division destiny
and attempt to reproduce all of the correlative features of our data
will be presented elsewhere.

Earlier studies of correlations in division times by siblings and
mother–daughters for dividing mammalian cells in a steady-state
growth phase have given a range of answers. All studies found
positive sibling correlations (23–25), while both positive and neg-
ative mother–daughter correlations have been reported (23, 24).
Further investigation as to whether our high sibling correlations will
be repeated for T lymphocytes or B lymphocytes stimulated in other
ways are warranted. However, the data provide a very convincing
argument that division times can be internally regulated by con-
stituents of a cell handed to it by the mother. An alternative
explanation for sibling correlations is that division times are influ-
enced by external factors such as the local microenvironment.
However, we reject this hypothesis for two reasons. First, many of
the sibling pairs are highly motile and are capable of migrating a
significant distance from each other while sharing a related division
time. And second, despite the considerable variation in the number
of cells seeded in each terasaki well, we observe no statistically
significant differences in division times, death times, pedigree sizes
or division destiny between wells (Numerical Methods in the SI
Appendix).

Recently Chang et al. (26) have observed that the first division
of T cells in response to infection can induce an asymmetric division
that leads to daughter cells with different proliferative and differ-
entiation fates. In contrast, we found a remarkable similarity in
subsequent behavior of each daughter produced upon the first
division of founder cells. Although unable to track differentiation,
the times to divide and division destiny of the first siblings were
strongly correlated, suggesting there is no asymmetric first cell
division in this system. This result is analogous to lymphocytes
undergoing homeostatic T cell proliferation where asymmetric cell
division is also not observed (26).

Although division times in families have been studied in cell
culture before, there have been little data reported for death times
in siblings during a regulated phase of division followed by death.
We found a strong correlation among siblings for propensity to die
(that is, if one sibling died, the other was likely to die and not divide).
In instances where both siblings were followed, only 11% and 7%
of cell pairs were observed to have different fates (i.e., one sibling
died while the other divided) in Fam2 and Fam3, respectively (Fig.
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S10 in SI Appendix). We also observed a correlation in times to die
(Fig. S8 in SI Appendix), although it was substantially weaker than
that seen for sibling division times. Nevertheless, shared death times
provide evidence that the highly variable death times seen in the
population are the result of changes and fluctuations in internal
molecular events and that the control of this variation can play
an important role in the regulation of population growth and
decline (17).

Collectively these mechanical features of cell control can be
captured into mathematical frameworks that attach chosen prob-
ability distributions around each mechanical operation. Without a
molecular model of the cellular operations that result in the
observed randomness we can make no fundamental prediction of
the ‘‘correct’’ probability distribution surrounding division and
death times. However, by fitting known distributions we found a
number of excellent candidates that provide an extremely accurate
quantitative framework for future models of lymphocyte responses.
In particular, we noted that the simple lag-exponential of Smith and
Martin (19) can be greatly improved with other skewed-right
distributions for both division and death times (Tables S1–S4 in SI
Appendix). Furthermore, the shape of these skewed right distribu-
tions is consistent with the predicted and measured variation in
single gene expression in a cell population (27, 28) that may
contribute to the cell–cell differences (17). Adopting these distri-
butions into a general framework such as the cyton model provides
a valuable tool for dissecting and calculating the effect of multiple
parameter changes on the population response (17, 29). A potential
weakness of this model is that it does not assume the high level of
correlation in division times of siblings or the strong founder effect
on division destiny revealed here. However, further calculations
have shown that these correlations do not alter the predictions of
the mean number of cells at any time (29). However, these
correlations will affect the higher moments of the calculation,
serving to increase the expected variation for a given starting cell
number (29).

The cell volume growth, proliferation, cessation of cell division,
and gradual loss of CpG-stimulated cells is a simple, highly repro-
ducible model system for studying the regulation of growth and
survival at the molecular, cellular, and population levels. The

response is a condensed form of that seen for all adaptive immune
responses, whether CD8-, CD4-, or T-dependent B cell activation.
As a model it will be useful for studying the molecular controls that
put a brake on cell division after a nominated number of cycles and
the molecular source of the remarkable variation inherent in every
kinetic process. Furthermore, this model can shed light on other
biological processes that shape a population response by simulta-
neous manipulation of cell division and cell death.

Materials and Methods
Mice. Inbred 6- to 8-week-old male C57BL/6 mice were used for all experiments.
These mice were bred at the Walter and Eliza Hall Institute (WEHI) animal facility
(Kew, Australia) and maintained in specific pathogen-free conditions at WEHI
(Parkville, Australia) in accordance with institutional animal ethics committee
regulations.

B Cell Isolation and Microscopy Cell Culture. B cells preparation and CFSE
labeling, where performed, were conducted as described (17). Cell numbers were
determined by ratio to a known number of added identifiable beads as described
(24). Small resting B cells were cultured in B cell media (20) and seeded into
Terasaki tissue culture plates in the presence of 1 �M CpG (sequence, 5�-
TCCATGACGTTCCTGATGCT-3�; Geneworks) and 1 �g/mL PI (Sigma). B cells were
initially cultured for 24 h at 37 °C and 10% CO2 before transfer to an environ-
ment-controlled microscope (Carl Ziess) maintained at these conditions. Bright-
field and CY3.5-filtered images were taken every 2 min for 4–5 days.

Analysis of Division and Death Times (Cell Tracking). All cell tracking was
conducted manually to ensure accuracy. Cells were followed until they either
divided, died (as determined by uptake of PI and fluorescence in the CY3.5
channel and morphology in the bright field), or were lost because of interactions
with neighboring cells, or the experiment ended. For cell size tracking analysis of
pedigrees, images were compiled in stack format and processed to detect a
threshold by using Metamorph software (Molecular Devices) and measurements
taken frame by frame according to original manual tracking trajectories.
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